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Abstract

In the rapidly evolving fields of Artificial Intelligence (AI) and High-Performance Computing (HPC), 
benchmarking is a critical tool for optimizing system performance. It guides the selection of hard-
ware architectures, software frameworks, and model configurations, as well as the parameterization 
of models for specific tasks. Despite considerable progress in HPC-AI benchmarking and hardware 
optimization for a range of AI algorithms, there is a pressing need for further research. Key areas in-
clude the interoperability of AI software and hardware, the standardization of AI benchmarks across 
various industries, and the comparison of domain-specific studies to fill existing knowledge gaps. To 
help address these needs, we assess the impact of different hardware architectures on the perfor-
mance of various AI models and propose to establish a standardized benchmarking methodology for 
comparing these models across diverse hardware platforms.

Our survey provides a comprehensive summary of pertinent AI benchmarking tools, offering an 
analysis of their focus on training or inference, use cases, metrics, features, benefits, and limitations, 
particularly within the medical domain. We also explore hardware benchmarking for systems such as 
GPUs, neuromorphic devices, and FPGAs. This overview aims to guide researchers and practitioners 
in making informed choices for their AI applications, thereby contributing significantly to the field of 
HPC-AI benchmarking.
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Introduction

Background: Artificial Intelligence (AI) is a rapidly growing 
field that is revolutionizing many aspects of our lives via tech-
nologies such as autonomous vehicles and personalized recom-
mendations [1]. High-Performance Computing (HPC), which 
involves the use of supercomputers and computer clusters to 
deliver high performance, plays a crucial role in the advance-
ment of AI [2]. In the context of AI, HPC is used to train complex 
machine learning models, process large volumes of data, and 
perform complex simulations [3]. This combination of HPC and 
AI, also called HPC-AI, is leading to exciting advancements in 
various fields, including healthcare, climate modeling, and au-
tonomous vehicles [4]. However, the realm of HPC-AI presents 
several challenges, such as the management of vast computa-
tional resources, the design of an efficient data supply subsys-
tem [5], and the complex, volatile, and unpredictable dynamics 
of AI training. Even minor alterations in models, hyperparam-
eters, or optimization strategies can significantly impact the 
final accuracy or the rate of training convergence [6]. Addition-
ally, the exorbitant cost associated with training a cutting-edge 
AI model indicates that a thorough benchmarking of all system 
components is required. When it comes to AI benchmarking, a 
plethora of benchmarks are available. However, identifying the 
most pertinent ones for a specific use case can be a daunting 
task [7]. Benchmarks often fall short in accurately capturing the 
true capabilities and limitations of AI systems, leading to po-
tential misconceptions about their safety and reliability [8]. Fur-
thermore, the rate at which benchmark saturation is achieved is 
escalating [9,10]. Taking into account all the points mentioned 
above, it becomes evident that the compatibility between AI 
software and hardware, the uniformity of AI benchmarks across 
diverse sectors, and the comparative analysis of domain-specif-
ic studies are of paramount importance. These aspects are criti-
cal for the effective evaluation and optimization of AI systems, 
and form the motivation for our survey.

Related works: The field of HPC-AI benchmarking has seen 
significant contributions in recent years [11]. Jiang et al. [11] 
have underscored the importance of HPC-AI benchmarks that 
are representative, repeatable, and simple, and proposed a 
benchmark suite to evaluate HPC systems for scientific deep 
learning (HPC AI500). Thiyagalingam J [12] introduced [12] the 
SciMLBench suite of scientific machine learning benchmarks. 
However, these suites do not fully capture the complexities and 
variability of real-world scenarios or emerging AI algorithms be-
yond machine learning, indicating a need for more comprehen-
sive benchmarking tools. In the broader context of AI applica-
tions, reports such as “Gen AI use cases by type and industry” 
[13] and “Notes from the AI Frontier” [14] delve into how AI, 
including Generative AI, can tackle enterprise challenges and 
target numerous AI use cases, respectively. On the hardware 
side, a study by [15] offers a comparative analysis of various 
hardware accelerators, pointing out the need for more research 
on hardware optimization for diverse AI algorithms and use cas-
es. In this context Shehzad et al. introduces a scalable System-
on-Chip (SoC) solution for accelerating Deep Neural Networks 
(DNNs).  While it improves computational time and power 
consumption, it lacks a comprehensive comparison with other 
hardware solutions and a detailed discussion on accuracy ver-
sus efficiency trade-offs [16]. Despite these extensive studies, 
there are knowledge gaps with respect to the interoperability 

of different AI software and hardware, the comprehensive com-
parison of domain-specific studies, and the standardization of 
AI benchmarks across various industries.

Organization of the paper: In this survey, we aim to address 
these gaps by providing a comprehensive overview of the AI 
benchmarking landscape, structured into two main parts, fol-
lowing our overview of used methods (Section 2). The first part, 
“Domain-specific cases”, delves into different tasks in AI, each 
with its own state-of-the-art models, commonly used frame-
works, hardware, and specific metrics. This part aims to pro-
vide insights into the unique requirements and challenges of 
different tasks, contributing to a more holistic view of the AI 
landscape. The second part, “Hardware benchmarking”, brings 
in hardware aspects by comparing specific hardware architec-
tures, the models used with them, and their efficiency as result-
ing from bench-marking solutions. Thereby, this part provides a 
deeper understanding of the impact of different hardware sys-
tems on AI performance, concluding its role as a critical factor in 
AI system design and deployment. The two parts are intercon-
nected and each building upon the previous one to finally pro-
vide a comprehensive overview of AI and HPC benchmarking 
frameworks with their strengths, weaknesses, unique features, 
and relevance to real-world cases in various domains.

Methods

Research paper selection and survey structure

Benchmarking is a broad topic, encompassing various do-
mains such as AI, HPC-AI, HPC, Edge/Internet of Things (IoT)/
Mobile, and Database [17]. While a comprehensive examination 
of each benchmarking category might yield valuable insights, it 
would also result in an overwhelming amount of information, 
some of which may not be directly relevant to our focus. In this 
review, we have chosen to concentrate on common AI models 
that typically leverage HPC, thus positioning our work within 
the realm of HPC-AI benchmarking. This focus allows us to delve 
deeper into the specific challenges and opportunities within the 
intersection of AI and HPC.

Given the critical role that hardware plays in HPC perfor-
mance, our survey also closely examines hardware benchmark-
ing. We investigated different hardware configurations, such 
as GPUs and specialized accelerators, for their performance 
in handling large datasets, executing complex algorithms, and 
their impact on computational accuracy and speed.

We selected the reviewed studies based on their contribu-
tion to state-of-the-art HPC-AI, prioritizing articles that have 
provided innovative insights, substantial advancement, or in-
depth analysis of the use of current HPC capability.

Process of benchmark evaluation

To be able to compare the selected benchmarks, we orga-
nize our analysis such that we separately consider the specific 
models, datasets, and metrics that are used. Furthermore, we 
categorize the considered benchmarks into three main types: 
time-series-, image-, and text-related (see Figure 1).

Models

The comparative benchmarks that we have selected employ 
a variety of models to tackle different AI tasks. Categories of 
these tasks are described in the following.
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Time-series-related tasks

Language tasks: Language tasks include speech recognition, 
translation, and retrieval. Benchmarks have targeted multilin-
gual pre-trained models [18] and transformer-based architec-
tures [19]. Multilingual models are capable of understanding 
and generating multiple languages, rendering them critical in 
today’s globalized world.

Image-related tasks

Object detection: Models such as ResNet-50, a 50-layer deep 
convolutional neural network [20], and Faster R-CNN, an object 
detection model that utilizes a region proposal network (RPN) 
with the CNN model [21], are frequently benchmarked due to 
their robust performance. With enhanced speed and accuracy, 
the most recent YOLO model, YOLOv7 [22], optimizes anchor-
free detection and incorporates cutting-edge methods includ-
ing self-adversarial training and cross-stage partial connections 
for superior performance in real-time object detection. On the 
other hand, Retina Net [23] achieves great accuracy and robust-
ness by focusing on objects that are difficult to detect, employ-
ing a unique focal loss function to efficiently address class im-
balance in single-stage object detection tasks.

Image segmentation: Tasks often employ models like Faster/
Mask-RCNN, an extension of the Faster R-CNN object detection 
algorithm used for both object detection and instance segmen-
tation tasks [24], and SOLOv2, an anchor-free instance segmen-
tation framework that achieves state-of-the-art performance 
on the COCO dataset [25]. Image classification: Benchmarks of-
ten use ImageNet-based models, which are models trained on 
the ImageNet dataset [26].

Text-related tasks: Natural Language Processing (NLP): Here, 
transformer-based models like BERT are utilized [27]. BERT, in 
particular, has appeared multiple times in the benchmarks, in-
dicating its significance in NLP tasks.

 Relational reasoning: Models like spiking/nonspiking Rel-
Net can be used to draw logical conclusions about entity rela-
tionships [28]. Understanding and reasoning tasks frequently 
employ models like GPT-2 [29] and GPT-3 [30], which exhibit 
remarkable capabilities.

The multiple occurrence of certain models in the here con-
sidered benchmarks underscores their effectiveness and wide-
spread use in their respective domains. By comparing a diverse 
set of models, these benchmarks aim to provide a comprehen-
sive evaluation of various AI tasks.

Data

In AI benchmarking, datasets are essential because they pro-
vide the basis for assessing and contrasting the performance of 
different algorithms and models. They provide a standardized 
testing framework that makes it possible for practitioners and 
researchers to evaluate AI model’s strengths and weaknesses 
in a variety of contexts and tasks. Some of the notable datasets 
that are used for performing the different tasks are mentioned 
below:

Image-related datasets

Prominent datasets including ImageNet, MNIST, CIFAR-10, 
and COCO are used to test and train different machine learn-
ing algorithms, especially in computer vision. ImageNet [31] is 
a large visual database with over 14 million images that have 

been tagged and categorized using the WordNet hierarchy. It 
is mostly used in studies related to visual object recognition. In 
contrast, MNIST [32] is a well-known dataset that was created 
especially for testing and training image processing algorithms. 
It consists of a significant collection of handwritten digits. CI-
FAR-10 [33] is a popular choice for training image recognition 
algorithms since it contains 60,000 32x32 color images divided 
into 10 classes. Common Objects in Context, or COCO [34], is a 
large dataset that aims to detect, segment, and caption objects 
in common scenes. It contains over 330,000 images, of which 
over 200,000 have object segmentations annotated on them, 
and 1.5 million object instances. As such, it is an essential tool 
for creating and evaluating object detection and image caption-
ing algorithms.

Time-series & text-related datasets

Three important datasets - CoVoST2 [35], VATEX [36], and 
GLUE [37] - are intended to advance research in multilingual 
speech translation, multimodal video description, and natural 
language understanding, in that sequence.

CoVoST2 [35], which covers 2,880 hours of speech data with 
contributions from 78,000 people, builds on the original CoVoST 
by adding translations from 21 languages into English and from 
English into 15 languages. This large dataset promotes research 
in enormous multilingual speech-to-text translation, particular-
ly for low-resource language pairs. VATEX [36] is a large multi-
lingual video description dataset with more than 41,250 videos 
that have captions in both English and Chinese. It is an essential 
tool for developing multimodal research in single-language and 
bilingual contexts since it makes a variety of tasks easier, such 
as bilingual translation, cross-lingual vision-language process-
ing, and video interpretation.

A standard for evaluating models’ general language compre-
hension abilities is provided by GLUE (General Language Under-
standing Evaluation) [37], a benchmark made up of a collection 
of datasets that are used to measure model performance on a 
range of natural language understanding tasks.

Metrics

Evaluating the model performance via suitable metrics is the 
next step of the benchmarking procedure. Depending on the 
type of task to be performed, there are a lot of different metrics.

Time-series-related metrics

Word Error Rate (WER) and Character Level Error Rate (CER) 
metrics are used here to measure speech recognition accura-
cy, and BLEU [38], Meteor [39], Rouge-L [40], and CIDEr [41] 
metrics are used to measure text generation quality. Model ef-
ficiency is primarily determined by inference speed, dynamic 
power consumption, and energy cost per inference; latency, on 
the other hand, quantifies response time.

Image-related metrics

Object detection: TPAUC (True Positive Area Under Curve) 
[42] evaluates detection quality by combining precision and 
recall into a single metric over varying thresholds. On the 
other hand, another metric Multiscale IoU [43] measures the 
Intersection over Union (IoU) across different scales, ensuring 
robustness of object detection against changes in object size. 
Spatial Recall Index [44] is another effective metric which as-
sesses the spatial coverage of detected objects compared to 
ground truth, emphasizing correct localization over multiple 
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detections. Bayesian methods in object detection [45] provide 
probabilistic estimates for uncertainties and variations, improv-
ing robustness and interpretability of detections.

Image segmentation: The Tversky Loss [46], which is espe-
cially helpful for unbalanced data, and Average Precision (AP) 
[47], which combines recall and precision, are essential mea-
sures for image segmentation. A common method for assessing 
overlap in segmentation, which may be used both generally and 
by class, is the Dice coefficient. Inference speed is a common 
metric used to assess model efficiency, and the sum of categori-
cal cross-entropy loss is a useful tool for estimating prediction 
accuracy.

Image classification: The main statistic in this domain is Clas-
sification Accuracy, which measures the proportion of correctly 
predicted occurrences in a usually uncomplicated manner.

Text-related metrics

Natural Language Processing (NLP): A variety of measures 
are used in NLP benchmarks. The F1 Score combines precision 
and recall. A basic indicator of correctness is accuracy; calibra-
tion examines how predictions and results align with each oth-
er; and fairness/bias evaluates the predictive parity between 
groups. Human evaluation and answer quality both entail judg-
ing a model’s results subjectively.

Relational reasoning: Energy per inference is used to exam-
ine the power efficiency. Latency is used to measure response 
time, and accuracy is the main metric for the outcome of the 
relational reasoning.

HPC hardware metrics

Two important measures for assessing the performance 
of HPC technology are floating-point operations per second 
(FLOPS) and latency/bandwidth. Measuring the FLOPS is use-
ful for tasks that require heavy numerical computation, such as 
scientific simulations and machine learning, as it quantifies the 
number of floating-point calculations performed per second, an 
important aspect of computing capacity.

On the other hand, in HPC systems, latency and bandwidth 
evaluate the effectiveness of data transfer. While bandwidth 
measures the amount of data transmitted in a specific amount 
of time, latency refers to the amount of time it takes the data 
to move between points. High bandwidth and low latency are 
necessary to reduce bottlenecks and communication delays and 
improve system performance as a whole.

Thus, while FLOPS measures computational power, latency 
and bandwidth assess data transport capacities - enabling a 
comprehensive assessment of the best possible HPC perfor-
mance.

Domain-specific cases

In this section, we compare several AI benchmarking initia-
tives, including the respective tasks, metrics, and models.

Many papers present new benchmarks to address domain-
specific use cases such as Big Detection [48] or HELM [49]. 
These domain-specific benchmarks aim to verify the perfor-
mance of AI models independently of their hardware, based on 
the prerequisite that the given model produces the same re-
sults on any hardware that is supported by the software imple-
mentation. However, this cannot avoid the issue of compatibil-
ity: Depending on the target hardware and the software which 

supports that hardware, only a limited selection of models may 
be usable [50]. Moreover, if a given use-case requires inference 
to run at a certain speed to match an input- or output-stream, 
for example, a camera feed [51] or live audio recording [52], 
then both software and hardware are highly relevant factors.

In this section, we consider four different categories of AI 
domains, with a particular emphasis on medical applications. 
The first category focuses on time-series benchmarks (Table 1), 
which encompass a variety of tasks including speech recogni-
tion, Automatic Speech Recognition (ASR), and multilingual 
video captioning. These results underscore the importance of 
comprehensive evaluation metrics [52] and the value of exten-
sive, diverse datasets [36,35]. Furthermore, it is highlighted 
how neuromorphic hardware systems, such as SpiNNaker 2 
and Loihi 1, significantly outperform conventional alternatives 
in terms of energy cost per inference, thereby emphasizing 
the potential for energy-efficient AI solutions in time-series ap-
plications [53,54]. As the second category, we consider imag-
ing benchmarks (Table 2). These illuminate certain trends and 
considerations across image classification, segmentation, and 
object detection tasks. Importantly, it is emphasized that fine-
tuning hyperparameters and leveraging pre-training and self-
supervised learning are essential for improved robustness and 
accuracy [55,56]. Regarding image segmentation, we note that 
there is a clear trade-off between accuracy and speed. High-
accuracy models like Dual-Swin-L have lower inference speeds, 
whereas faster models like YoloactEdge offer limited accuracy. 
This underscores the need to balance these metrics based on 
application requirements [51]. Additionally, we see that the lack 
of software support on embedded devices remains a significant 
challenge, affecting performance and limiting applicability in 
certain contexts [50]. The third category is dedicated to medi-
cal imaging benchmarks (Table 3). It underlines the necessity of 
adapting models for specific medical tasks. Foundation models 
require significant adaptation to effectively serve medical im-
aging tasks, highlighting the importance of task-specific cus-
tomization [57,58]. For medical object detection, pre-trained 
models on fine-grained data excel in segmentation tasks, while 
those on coarse-grained data perform better in classification 
tasks. This distinction underscores the need for selecting appro-
priate training data granularity [59]. Finally, the fourth category 
encompasses text-related benchmarks (NLP and relational rea-
soning; Table 4), revealing significant advancements and ongo-
ing challenges in various subfields. Specialized models like Bio-
ALBERT show superior performance, indicating the benefits of 
domain-specific adaptations [60]. In Large Language Models, 
models such as Med-PaLM are rapidly advancing, with some 
nearing human expert performance levels, demonstrating the 
potential of LLMs in specialized fields like medicine [61,62]. 
Significant performance disparities between open-source and 
proprietary models indicate substantial room for improvement, 
particularly in visual perception and multimodal understanding 
[28,63].

Considering the papers presented in Table 1-4, only a few of 
them list the hardware or software that was used. Neverthe-
less, the ML frameworks that were used can often be identi-
fied by looking through the provided code samples connected 
to the papers. For hardware, since the majority of project relies 
on some type of NVIDIA GPUs [64], it can be assumed that most 
likely NVIDIA GPUs were used if no information is given. This 
does not seem surprising as support for NVIDIA GPU drivers has 
been closely integrated into machine learning libraries such as 
PyTorch. Furthermore, we assume that using specific hardware 
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also commonly implies the usage of the associated program-
ming platform (in the case of an NVIDIA GPU, e.g., CUDA).

For software, the majority of the mentioned papers relies on 
PyTorch with only a few using Tensor Flow. For example, in the 
case of [50], the authors found that they could not use Py Torch 
on the embedded boards they were testing. 

The provided tables shall serve as a handy reference for 
choosing the appropriate metrics, models, or datasets for spe-
cific tasks based on individual requirements. In this context, 
we have presented a short overview of the hardware and soft-
ware currently in use. Yet, given the rapid pace of progress in 
AI, it is crucial to stay updated with the latest advancements 
in hardware development. Therefore, in the following section, 
we delve into recent and emerging HPC hardware systems, 
comparing different options and discussing their respective use 
cases in the context of AI applications.

Hardware benchmarking

The importance of hardware-software compatibility in AI 
model benchmarking leads us to considering hardware bench-
marks (Table 5). The performance of AI models can be influ-
enced by the hardware and software they run on, making it 
crucial to understand and compare different hardware systems. 
Hardware benchmarking serves to test and compare the per-
formance of different hardware systems, providing insights into 
which hardware is best for a specific AI task. In general, we see 
that different accelerators have their strengths and weaknesses 
in specific applications. For example, Xilinx FPGA shows com-
parable or superior inference performance to NVIDIA’s V100/
A100 [65], while Intel’s Habana Gaudi2 demonstrates high per-
formance across tasks like Image Classification and NLP [66].

Esperanto.ai consumes one-tenth the energy of A100 while 
delivering better performance in LLMs and Recommendation 
Models [67]. Thus, the benchmarking process helps optimize 
the performance of AI models in real-world applications. In this 
section, we delve into hardware benchmarking specifics, con-
sidering methodologies, challenges, and potential solutions.

Neuromorphic systems

Neuromorphic hardware systems are becoming increasingly 
important for high-performance computing. In general, the ap-
proach of neuromorphic computing is to employ, for engineer-
ing purposes, structures and computational processes similar to 
those found in biological brains. This particularly involves highly 
parallelized computation with decentralized memory as well as 
spike signal transmission and sparse connectivity. The major 
goals of neuromorphic computing are to implement enhanced 
cognitive computation for neuroscience and AI, to achieve bet-
ter scalability, and to minimize energy consumption [68-71]. 
Due to the numerous different approaches to implement neu-
romorphic systems, benchmarking is difficult, and no general 
overarching framework has been established so far [72-74]. 
Furthermore, to examine the benefits of neuromorphic hard-
ware, measures of energy efficiency such as the energy-delay 
product (EDP) or energy per inference must be considered sys-
tematically, but have mostly been neglected by conventional 
benchmarking approaches.

Systems with particular relevance for high-performance 
computing are Intel’s Loihi chips [75,69] and the SpiNNaker 
chips developed at University of Manchester and TU Dresden 
[76-78]. Both Loihi and SpiNNaker are now available in their 

second generation. SpiNNaker implementations can be custom-
ized in many different ways and thus, in principle, a wide range 
of different benchmark tests is possible. The existing studies so 
far include benchmarking of large-scale neural network simu-
lations [79] and keyword spotting [54]. On Loihi 1, a number 
of benchmark tests have been performed as well, including 
sequential MNIST, CIFAR10, gesture recognition, relational rea-
soning, and keyword spotting [53,69,54,28]. It is further worth 
noting that the chip has not only been found suitable for ap-
proaches with bio-inspired neural networks but also for the ef-
ficient implementation of other algorithms, e.g., to solve graph 
search problems [69]. On Loihi 2, so far, (preliminary) results 
have been obtained for the following benchmarks: MNIST with 
Lava-DL Bootstrap [80], N-MNIST with Lava-DL Slayer [81], deep 
noise suppression [82], and COCO with TinyYOLOv3 [83]. Given 
the novelty of the Loihi 2 chip, these tests have not yet been 
embedded in a framework that allows a systematic comparison 
of the results. Note that at the moment, we can only reference 
benchmarking results comparing neuromorphic systems with 
other systems based on slightly different models (Table 1 and 
Table 4).

In the light of the mentioned issues, recently, the neuromor-
phic research community has kicked off the development of 
NeuroBench, which is a framework similar to MLPerf for bench-
marking neuromorphic systems [74]. It is planned to develop 
two tracks, one “algorithmic” and one “systems” track, to dis-
entangle software- and hardware-level characteristics. There 
is the hope that NeuroBench will eventually become a useful 
and established tool to compare neuromorphic platforms and 
implementations with respect to accuracy, average precision, 
runtime, as well as energy efficiency in a variety of established 
and novel tasks such as keyword spotting, gesture recognition, 
object detection, and prediction of chaotic functions. Such 
comparisons between neuromorphic systems will likely provide 
the basis for comparing and benchmarking neuromorphic hard-
ware with other hardware such as GPU or FPGA systems.

Field-programmable gate arrays (FPGAs)

FPGAs as reconfigurable hardware platforms have a spot in 
the design space as flexible hardware accelerators, generally 
outperforming CPU- and GPU-based solutions in terms of en-
ergy efficiency, while being less complex to develop and less 
expensive than ASICs. In particular, FPGAs are a common imple-
mentation platform for traditional signal processing algorithms 
that require low latency, high throughput within energy con-
straints, as well as for prototyping architecture designs.

With the trend towards machine learning applications, FP-
GAs have generally been outperformed by GPU solutions in 
terms of raw processing power and the ease of programmability 
required by innovations in network design and network execu-
tion. As energy efficiency again becomes increasingly important 
alongside to flexibility, FPGAs exist as adaptable and reconfigu-
rable energy-efficient accelerators [84,85]. Combined with the 
potentially high performance due to massive parallelism, the 
ability to implement data pre-/postprocessing on the same plat-
form increases the relevance of FPGAs for AI applications.

For FPGA platforms, the implementation or choice of the ac-
celerator architecture is critical to performance, as FPGAs are 
not native accelerators - meaning that benchmarks are highly de-
pendent on the architecture design. With tightly integrated on-
chip memory and a configurable on-chip network, high memory 
bandwidths can be achieved in addition to optimized parallel 
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computing. However, FPGAs are often resource-constrained, so 
that mapped neural network processing architectures are lim-
ited in size and therefore in absolute computational power, by 
the available memory and logic resources. Most research focus-
es on neural network inference, as training algorithms are not 
as easily and efficiently implemented due to the maximum size 
of memory-buffers and high-precision multiplication resources. 
Neural network accelerator designs for FPGAs tend to imple-
ment quantized computations and networks to improve the re-
source utilization and increase parallelism. While most acceler-
ators use int8-quantization, the chosen quantization is flexible, 
and even binary networks can be implemented efficiently [86, 
85]. In addition to the accelerator and platform design toolflows 
[87], FPGA-based accelerators require an accelerator-specific 
controller or library to implement and control neural network 
operations. Intel and Xilinx provide SDKs for their own inference 
engine IPs - i.e. accelerator design, system integration, runtime 
and software for quantizing, optimizing, and compiling neural 
networks implemented in TensorFlow, PyTorch, ONNX or oth-
ers. This lack of common open source libraries increases the 
complexity of FPGA ML accelerator architecture implementa-
tion and integration. New FPGA solutions such as Xilinx’s Versal 
and Intel’s Stratix 10NX integrate AI-engines and tensor cores in 
addition to traditional DSP slices for optimized neural network 
processing, enabling higher performance for matrix- and vector 
computations, but trending more towards specialized hardware 
[88,89]. A notable example is the XVDPU, a high-performance 
CNN accelerator on the Versal platform, which demonstrates 
the potential of FPGAs in AI applications [90]. Intel’s Stratix 10NX 
FPGA lists 143 int8 TOPS and an average computing speedup of 
12x compared to NVIDIA’s V100 [91].

For efficient computation, the architecture design is special-
ized and adapted to specific neural networks. It therefore does 
not natively support new primitives or operators, limiting the 
neural networks that can be compiled for specific accelerator 
designs. This and the focus on accelerating inference also in-
creases the difficulty of comparing FPGA-based accelerators 
to CPU- and GPU-based implementations, as common bench-
marks such as MLPerf cannot be used for FPGA designs, limiting 
comparability to specific networks or tasks of inference bench-
marks.

Intel Habana Gaudi2 (ASIC)

Intel Habana Gaudi2, a second-generation deep learning 
accelerator, offers high-performance capabilities for scalable 
AI training and inference. It has participated in the MLPerf 
benchmarking, showcasing its proficiency in various AI tasks 
including image classification, segmentation, LLMs, and natu-
ral language processing (NLP) [92,93]. While its training times 
[92] were relatively higher than NVIDIA’s DGX A100 for BERT 
and ResNet-50, its per-accelerator performance outperformed 
the A100 in ResNet-50 and was slightly lower in BERT [94]. The 
MLCommons benchmark results highlighted that both the Ha-
bana Gaudi2 and 4th Gen Intel Xeon Scalable processors deliver 
strong AI training performances. This challenges the prevailing 
notion that only NVIDIA GPUs are suitable for generative AI and 
large language models, positioning Intel’s AI solutions as effec-
tive and scalable alternatives in the market [66].

GPU and similar systems

SambaNova: AI hardware and software solutions. Their Da-
taScale SN10 system, benchmarked using MLPerf, achieves over 
20x higher throughput and lower latency compared to NVIDIA’s 

A100 [95]. The SN40L system supports models with up to 5 tril-
lion parameters on a single node, enhancing LLM training, infer-
ence efficiency, and multimodal capabilities. SambaNova’s suite 
now includes new models like Llama2 variants and BLOOM 
176B, advancing open-source language models and providing 
multilingual capabilities for businesses managing and develop-
ing LLMs.

Graphcore: Graphcore specializes in machine learning hard-
ware and software platforms, utilizing its Intelligence Process-
ing Unit (IPU) chips for AI workloads [96]. In the MLPerf Training 
benchmark v1.1, their IPU-POD16 completed ResNet-50 train-
ing in 28.3 minutes. Larger configurations like IPU-POD64, 128, 
and 256 also showed impressive results. Notably, Graphcore’s 
BERT Large model achieved the fastest single-server training 
time of 10.6 minutes in MLPerf 1.1, with the lowest host pro-
cessor to AI compute ratio.

Graphcore’s development environment, Poplar SDK, simpli-
fies the implementation of deep learning frameworks such as 
TensorFlow/Keras, PyTorch, and ONNX.

Esperanto.ai: Esperanto.ai [67] has created compute serv-
ers with thousands of 64-bit RISC-V cores. These servers de-
liver high performance through advanced on-chip memory and 
compute fabric, potentially reducing GPU dependence. Their 
64-bit microprocessor handles large data sets, aiming for high 
performance while lowering memory bandwidth and power us-
age. The custom RISC-V core features quad-issue out-of-order 
execution and supports multiple operating systems, including 
Linux.

Esperanto has developed solutions for machine learning 
frameworks like PyTorch and TensorFlow using the RISC-V open-
source ecosystem [97]. Their ET-SoC-1 includes over 1,000 64-
bit RISC-V CPUs, each with a vector/tensor unit, designed for AI 
and non-AI parallel workloads. Their software development kit 
supports efficient LLM execution. Benchmarking against Intel’s 
Xeon Platinum 8380H and NVIDIA’s GPUs, Esperanto’s technol-
ogy shows competitive performance and energy efficiency in 
MLPerf and ResNet-50 benchmarks. The ET-SoC-1 used one-
tenth the energy of NVIDIA A100 for recommendation models 
and claimed better relative performance. However, results vary 
with workloads and system configurations, and factors like cost, 
software ecosystem, and support are also crucial.

AMD (MI2xx, MI3xx): The AMD MI2xx series, specifically 
the MI250X, is an exascale-class GPU accelerator designed for 
HPC workloads, with key specifications including a CDNA2 archi-
tecture, TSMC 6 nm FinFET lithography, 14080 stream proces-
sors, 220 compute units, a peak engine clock of 1700 MHz, 128 
GB of HBM2e memory, and a peak memory bandwidth of 3.2 
TB/s [98]. The MI3xx series, particularly the MI300X, is a flag-
ship GPU-only accelerator with 192 GB of HBM3 memory and a 
CDNA 3 architecture, aimed at the large language model market 
[99]. Benchmarking data shows that the MI250X provides up 
to 4.9X the performance of competitive accelerators for double 
precision (FP64) HPC applications [100]. While specific bench-
marking data for the MI3xx series is not readily available, the 
system is designed for processing the currently largest and most 
complex LLMs.

NVIDIA: NVIDIA [101] has participated in all the MLPerf 
benchmarks for both training and inference, using their GPU-
based systems. They have submitted results for the following 
tasks: speech recognition, NLP, recommender systems, object 
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detection, image classification and more. In the MLPerf training 
2.0, NVIDIA AI was the only platform attending all 8 tasks, and 
was the fastest (lower time to train) in 4 out of 8 tests, DLRM, 
Mini GO, 3D U-net, and RNN-T. It showed the fastest (higher 
relative per accelerator) performance in 6 out of 8 tests, DLRM, 
Mini GO, 3D U-net, RNN-T, BERT, and Mask R-CNN [101].

Future directions and limitations

While this paper provides a comprehensive overview of the 
currently most important hardware systems and their role in AI 
benchmarking, it is essential to acknowledge further emerging 
technologies that are poised to revolutionize the field.

Integrated chips for AI workloads, such as NVIDIA’s Grace - 
Blackwell, AMD’s MI series or Intel’s announced Falcon Shore, 
combine multiple processing units into one chip, promising 
significant performance gains for AI workloads while reducing 
energy consumption.

Evaluating their scalability and versatility across different AI 
workloads and applications is crucial for understanding their 
benchmarking potential. This exploration can uncover new in-
sights into their performance capabilities and limitations, ulti-
mately optimizing AI applications on integrated superchips.

The integration of accelerators like GPUs or specialized 
AI chips into edge devices can enhance AI application perfor-
mance, improving efficiency and reducing latency. However, 
practical challenges like power consumption, thermal manage-
ment, and integration complexity must be carefully evaluated 
to determine the feasibility of using accelerator devices at the 
edge for AI benchmarking.

In addition, quantum computing has the potential to im-
pact AI benchmarking by unlocking exponential speedups in 
certain computations, fundamentally altering the landscape 
of AI bench-marking. Moreover, quantum machine learning 
approaches can recognize patterns in data that classical algo-
rithms might overlook, potentially leading to improved perfor-
mance on specific AI benchmarks [102,103]. Furthermore, the 
quantum advantage could be very sensitive to the given class 
of a dataset [104]. This could give rise to novel, custom-crafted 
benchmark datasets suited to material sciences and quantum 
chemistry applications. Further research is necessary to explore 
quantum computing’s full implications for AI benchmarking and 
harness its potential.

Figure 1: Different domains of benchmarking. We categorize the 
models considered here into three main types: time-series-, image-, 
and text-related. Under each category, certain relevant models are 
listed. In the data section, the relative datasets are listed. Lastly, the 
metrics section lists the diverse evaluation metrics that are used to 
assess the performance of the models on the given datasets.

Figure 2: Overview of our proposed approach. We have collected 
information from existing tasks and metrics for different software 
and hardware systems. Based on this, we have drawn a selection 
of most representative findings, and present it in a domain-related 
overview. In the future, a similar selection of tasks and metrics shall 
be used to obtain a concise practical comparison of the particular 
strengths and weaknesses of hardware/software systems in 
different domains.

Table 1: Time-series benchmarks. 

Task Ref Benchmark Metric(s) Model(s) Key Findings

Speech Recognition [52] - WER - Custom (based on neurons with after hyperpolarizing currents)

ASR, LangID,  
Translation, Retrieval

[18] FLEURS
CER, Accuracy, % 
Precision at 1 (P@1)

Multilingual models 
including mSLAM

Provides baselines for the tasks based on multilingual pre-trained 
models, e.g., mSLAM. FLEURS includes parallel speech and text in 
102 languages. 
Multimodal pre-training model shows promise for languages with 
ample unlabeled data.

ASR, Translation [35] CoVoST 2 WER, CER, BLEU
Transformer based 
architecture [19]

CoVoST 2 is the largest speech translation dataset with 2880 hours 
from 78K speakers.

Multilingual video 
captioning-Video - guided 
machine translation

[36] VATEX
METEOR [38], 
ROGUEL [40], CIDEr 
[41], Accuracy

Attention based single 
or separate encoder 

decoder

VATEX dataset is larger and more diverse than MSRVTT [115].  
Unified multilingual model outperforms monolingual models.  
Video context effectively aids in aligning languages for translation.

Keyword Spotting [53] Custom 
Dynamic Power  
con-sumption, 
inference

Custom
Loihi 1 outperforms “conventional” (non-spiking) alternatives 
(Movidius NCS, Jetson TX1, Xeon E5-2630 CPU, Quadro K4000 GPU) 
regarding energy cost per inference at comparable accuracy.
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[54]
Power 

Benchmarks 
same as [53]

Inference speed, 
energy cost per 
inference

Power Benchmarks 
model same as in [53]

SpiNNaker 2 performs better than Loihi 1 in both metrics. It is 
important to note that on SpiNNaker, the rate-coded DNN is 
implemented directly, while on Loihi, it has to be converted to a 
spiking DNN.

Sequential Image 
Classification

[28]
(Sequential) 

MNIST

Classification 
accuracy, latency, 
energy per inference

Custom (based on 
neurons with after 

hyperpolarizing 
currents)

Better latency, better energy per inference, thus also better EDP 
with spiking NN on neuromorphic hardware
(Loihi 1) compared to non-spiking CPU and GPU solutions.

Table 2: Imaging benchmarks. 

Abbreviations: WER: Word Error Rate; ASR: Automatic Speech Recognition; Speech LangID: Speech Language Identification; CER: Character level 
Error Rate; METEOR: Metric for Evaluation of Translation with Explicit ORdering; BLEU: Bilingual Evaluation Understudy; ROUGE: Recall-Oriented 
Understudy for Gisting Evaluation; EDP: Energy Delay Product.

Task Ref Benchmark Metric(s) Model(s) Key Findings

Image [55] DEIC
Balanced  

Classification  
Accuracy

Various
Always fine tune hyperparameters and Harmonic Net- works 
[116] and Cross-entropy were the best methods.

Classification [56] ARES bench
Classification  

Accuracy
55 ImageNet models

Pre-training and self-supervised learning improves natural 
robustness.

Image  
Segmentation

[51] COCO 2017
AP, inference  
speed in FPS

Baseline: Mask R-CNN, Accuracy: 
SOTR, Dual-Swin-L, Speed:  
Cen- terMask, YOLACT, YolactEdge, 
BlendMask, SOLOv2

There is a trade off between AP and FPS, Dual-Swin-L has the 
best accuracy but low speed, YoloactEdge was the fastest 
with limited accuracy.

Object Detection [48] BigDetection AP Various ResNet,Swin-B models BigDetection provides a valid alternative to Microsoft COCO.

[50]
20 images 

from COCO

Inference time, pre 
processing, warm 

up

CenterNet, Single Shot Multibox 
Detection, EfficientDet, Faster R-
CNN, Mask R-CNN

Limited software support for embedded devices, NXP 
i-MX8M- PLUS performed better but only 2 boards were 
tested.

Table 3: Medical imaging benchmarks. 

Task Ref Benchmark Metric(s) Model(s) Key findings

Image [55] DEIC
Balanced  

Classification  
Accuracy

Various
Always fine tune hyperpa- rameters and Harmonic 
Net- works [116] and Cross-entropy were the best 
methods.

Classification [56] ARES-bench
Classification  

Accuracy
55 ImageNet models

Pre-training and self-supervised learning improves 
natural robust-ness.

Image  
Segmentation

[51] COCO 2017
AP,  inference 
speed in FPS

Baseline: Mask R-CNN, Accuracy: SOTR, 
Dual-Swin-L, Speed: CenterMask, 
YOLACT, YolactEdge, BlendMask, SOLOv2

There is a trade off between AP and FPS, Dual-Swin-L 
has the best accuracy but low speed, YoloactEdge was 
the fastest with limited accuracy.

Object   
Detection

[48] BigDetection AP Various ResNet, Swin-B models
BigDetection provides a valid al-ternative to Microsoft 
COCO.

 [50]
20 images from 

COCO

Inference time, 
pre processing, 

warm up

CenterNet, Single Shot Multibox  
Detection, EfficientDet, Faster  
R-CNN, Mask R-CNN

Limited software support for em-
bedded devices, NXP i-MX8M- PLUS performed better 
but only 2 boards were tested.
 

Table 4: Text-related (NLP and Relational Reasoning) benchmarks.

Abbreviations: AP: Average Precision.

Abbreviations: AUC: Area Under the ROC Curve.

Task Ref Benchmark Metric(s) Model(s) Key findings

Biomedical 
NLP

[60] BLURB F1-Score BioALBERT BioALBERT outperforms state- of-the-art in all but inference.

LLM [49] HELM
Accuracy, calibration, 
robustness, fairness, bias, 
toxicity, and efficiency

30 closed, limited-access 
and open models

Text-davinci-002  performs  the best for a accuracy, robustness 
and fairness,  benefitting from instruction-tuning.

Medical LLM [62] MultiMedQA
Answer  quality, human 
evaluation

Flan-PaLM,   Med-PaLM
Med-PaLM exceeds state-of-the- art but not yet at human expert 
level.

 [61] MultiMedQA
Answer  quality, human 
evaluation

PaLM 2, Med-PaLM 2
Med-PaLM  2  further  exceeds Med-PaLM and reaches human 
expert level.
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Relational 
Reasoning

[28]
bAbI tasks 
(17 of 20 
tasks)

Accuracy,  latency, energy 
per inference

Spiking RelNet for Loihi 1, 
non-spiking RelNet from 
[119] for GPU

Worse latency, better energy per inference, and better EDP on 
Loihi 1 compared to non-spiking GPU solution.

Understand-
ing and 
Reasoning

[63] MMMU Micro- averaged accuracy
4  open-source Large  
Multi- modal Models 
(LMMs) and GPT-4V(ision)

MMMU presents significant challenges, with even advanced 
models like GPT-4V achieving only 56% accuracy, indicating 
substantial room for improvement. Performance disparity 
between opensource models and proprietary ones like GPT-4V. 
Underscores the need for more research in vi- sual perception, 
knowledge representation, reasoning abilities, and multimodal 
joint understanding.

Type Hardware Benchmark Ref Performance Notes

FPGA
Xilinx 
VCK5000, 
Alveo U280

MLPerf 
(partial)

[120], 
[65]

Comparable to V100/A100 or outperforming in inference
Inference  only  –  ResNet-50, SSD-
ResNet34 (Image classification, object 
detection)

AI Chip
Intel Habana 
Gaudi2

MLPerf
[92], 
[94], 
[66]

Higher relative per accelerator performance in ResNet-50 than 
A100

(Image classification,  Image segmentation, 
LLM, NLP) and inference (LLM)

GPU SambaNova MLPerf [95] 20x faster than A100
DLRM model, Terabyte Click- through 
dataset

 Graphcore MLPerf [96] Results close to A100 ResNet-50, BERT Large

 Esperanto.ai MLPerf
[67], 
[97]

One-tenth energy usage compared to A100 and better perfor-
mance compared to A100

LLMs (Generative AI), Recommendation 
models

 AMD (MI250) - [98] Up to 4x faster compared to A100 Specs Comparisons

 

NVIDIA 
(Grace Hop-
per, A100, 
H100)

MLPerf
[101], 
[121], 
[122]

H100 were 6.7x faster than A100 (MLPerf training V2.1) in BERT 
model, Gracehopper showed 4.5x more performance over A100 
(offline MLPerf inference) in BERT 99.9%

All

Table 5: Hardware benchmarking. This table compares various hardware accelerators used in AI and ML applications, including FPGAs 
and GPUs, from leading manufacturers.

Discussion

Our review of benchmarking methods highlights the diverse 
landscape of AI systems. Key findings emphasize the effec-
tiveness of pre-training and fine-tuning [56,55], the necessity 
of considering trade-offs (e.g. between accuracy and speed) 
[51,6], and the significant potential for enhancing AI perfor-
mance by adapting models to specific domains. In this context, 
it is important to note the role of different hardware platforms. 
For instance, the inference performance of Xilinx FPGA is on par 
with or even surpasses that of NVIDIA’s V100/A100 [65]. Mean-
while, Intel’s Habana Gaudi2 shows high performance in areas 
such as Image Classification and NLP [66]. Several GPU accelera-
tors, such as SambaNova, Graphcore, Esperanto.ai, and AMD’s 
MI250, show significant advantages over NVIDIA A100 in vari-
ous benchmarks [95,67,98]. The diversity in hardware platforms 
underscores the importance of selecting the right accelerator 
based on specific AI or ML workload requirements.

Furthermore, this review points to the importance of holistic 
evaluations that consider not just accuracy, but also robustness, 
fairness, bias [105], and efficiency [49].

Despite the valuable insights offered by AI benchmarks, 
they are often limited by a lack of inference performance 
[106,11,107], absence of representative workloads or real-
world scenarios [108,109], or insufficient coverage of tasks, 
datasets, and metrics [110,6,111]. The work of Huerta et al. 
has underscored the significance of HPC in AI, with a particular 
emphasis on image-related data. Complementarily, our review 
paper broadens this scope by exploring a more diverse range of 

domains [112].

Also other limitations of the current state of AI benchmark-
ing need to be noted, including the generalizability of bench-
marks, the need for large datasets and expensive training, and 
the lack of clarity in defining the state-of-the-art [113]. How-
ever, there is a clear trend towards energy-efficient designs and 
competitive performance enhancements across different AI and 
ML workloads. This reflects ongoing innovation in the hardware 
sector aimed at improving efficiency and performance [67].

Looking ahead, we propose conducting a practical study that 
employs a specific set of designated tasks for each domain to 
obtain a fair comparison of the performance of various soft-
ware and hardware systems (Figure 2). This comparative analy-
sis should enable researchers and practitioners to precisely 
discern the strengths and weaknesses of different systems in a 
context-dependent manner.

By benchmarking these systems against one another, mean-
ingful conclusions regarding their efficacy and suitability for 
specific tasks within each domain can be drawn. The compara-
tive study will thus allow to evaluate the theoretical expecta-
tions discussed in our present work, pinpointing which system 
works best for specific tasks in different domains. Ultimately, 
this will facilitate informed decision-making by identifying 
which hardware/software system excels in particular domains, 
thereby enhancing the efficiency of applying different computa-
tional systems for diverse fields.

The KISSKI project, a research initiative focused on AI meth-
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ods, is working towards such a comparison. The project, spear-
headed by the Universities of Hannover and Göttingen, current-
ly establishes a highly available AI service center for critical and 
sensitive infrastructures, particularly in the fields of medicine 
and energy. The next step in our KISSKI project is to systemati-
cally benchmark different hardware systems to identify which 
system is optimal for each domain. Furthermore, KISSKI will also 
focus on developing a standardized protocol for benchmarking, 
ensuring consistency and comparability across different sys-
tems. This will not only help in identifying the best hardware for 
each domain but also contribute to the broader goal of enhanc-
ing the efficiency and effectiveness of AI applications in high-
performance computing.

Conclusion

Understanding the different existing benchmarks for AI is 
crucial for several reasons. For researchers and developers, 
benchmarks provide a standardized way to evaluate and com-
pare the performance of different hardware and software con-
figurations. For organizations investing in AI and HPC technolo-
gies, understanding benchmarks can help assess the value and 
potential return on investment of different solutions.

The landscape of AI benchmarking is vast and dynamic, with 
advancements across various domains such as speech recog-
nition, image classification, and medical image classification. 
Models such as BioALBERT and ResNet have already surpassed 
previous state-of-the-art performances, demonstrating the po-
tential of AI when coupled with HPC. Yet, there is a clear need 
for continued development and refinement of benchmarks to 
keep pace with the evolving capabilities of AI models [114]. In 
the light of many newly emerging hardware systems, more re-
search on specialized hardware for specific AI tasks is also ur-
gently needed [74]. And finally, given their crucial role in assess-
ing system performance, the importance of targeting as many 
critical metrics as possible has become evident.

Through its examination of various benchmarking methods 
and a proposed pragmatic approach, this survey aims to pro-
vide a comprehensive framework for evaluating and optimizing 
AI applications across diverse computational systems and do-
mains.
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